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Abstract: A basic premise of machine learning is to create an algorithm that can take input data, update the output when new data is 

available, and use statistical analysis to predict the output. Long-term memory is a type of recurrent neural network. Forecasting is an 

additive, model-based, time-series data forecasting process that adjusts for non-linear trends for year, week, and day seasonality and 

holiday effects. This works best for time series with strong seasonal influences and for multi-year historical data. Strong prediction of 

missing data and trend changes, usually with graceful exception handling. Autoregressive Integrated Moving Average (ARIMA) is a 

statistical analysis model that uses time series data to better understand a data set and predict future trends. Statistical models are 

autoregressive when they predict future values based on past values. 
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1. Introduction 

 Without being explicitly coded, software systems can 

predict events more accurately thanks to a class of algorithms 

known as machine learning (ML). Building algorithms that can 

take input data and apply statistical analysis to predict an 

output while updating outputs as new data becomes available 

is the fundamental idea behind machine learning. Recurrent 

neural networks are a type of long short term memory. The 

output from the previous phase is sent into the current step of 

an RNN as input. It addressed the issue of long-term RNN 

dependency, in which the RNN can predict words from 

current data but cannot predict words held in long-term 

memory. RNN's performance becomes less effective as the 

gap length increases. Prophet is a procedure for forecasting 

time series data based on an additive model where non-linear 

trends are fit with yearly, weekly, and daily seasonality, plus 

holiday effects. It works best with time series that have strong 

seasonal effects and several seasons of historical data. 

When handling outliers, Prophet often does a good job of 

handling missing data and changes in the trend. In order to 

comprehend a data set more fully or to anticipate future 

patterns, statistical analysis models called autoregressive 

integrated moving averages, or ARIMAs, use time series 

data. If a statistical model forecasts future values using data 

from the past, it is said to be autoregressive. 

1.1 Machine Learning Models 
 

A. Long-Short Term Memory 
 

A correct gradient-based learning method is used in 

conjunction with a revolutionary recurrent network design 

called LSTM. These issues with error back-flow are 

addressed by LSTM. Even in noisy cases and compact input 

sequences, it can learn to bridge time spans beyond 1000 

steps without losing its short time delay skills.   This is 

accomplished for an architecture requiring consistent error 

flow that is neither inflating nor disappearing through internal 

states of each unit using an effective, gradient-based 

technique. 

In theory, an LSTMs can keep track of the different text 

qualities it is currently processing and recall distant 

information using the memory cells in its structure. For 

instance, writing gadget cell weights that would enable the 

cell to monitor if it is inside a quoted string is a straightforward 
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exercise. The main objective of an organization's preparation 

cycle is to minimize misfortune (in terms of error or cost) 

experienced in the output when preparing information that is 

transmitted through it. It can calculate the likelihood, or 

misfortune, associated with a certain arrangement of loads, 

adjust those loads as necessary, and repeat the cycle until 

we find the perfect set of loads, for which misfortune is 

minimal.    

Backtracking is the concept in question.   Sometimes the 

slope turns out to be essentially irrelevant. It should be noted 

that a layer's slope depends on particular sections of the 

advancing layers. In the unlikely event that some of these 

segments are small (under 1), the acquired result is likely to 

be substantially more modest. The scaling impact is what is 

meant by this. This angle produces a moderate worth when 

combined with the learning rate, which has a small worth 

between 0.1 and 0.001. As a result, the change in loads is 

barely noticeable and the yield is almost identical to before. 

The phone was then enhanced by a few gating units and was 

called LSTM. 

B. Facebook Prophet Model 
 

The prophet is a method for predicting time 

series data that uses additive modeling to fit non-linear 

patterns with seasonality that occurs annually, weekly, and 

daily. The data presented here should have good seasonal 

impacts and should include data from a number of seasons 

(or historical time periods). Prophet can handle missing 

data and trend changes. 

C. Auto Regressive Integrated Moving Average Model 

The time-series auto-regressive technique known as 

Auto-Regressive Integrated Moving Average (ARIMA) 

determines short-term projections for the future by examining 

time-series of past data. For example, Hemorrhagic Fever 

with Renal Syndrome (HFRS), Hand, Foot, and Mouth 

Disease (HFMD), Hepatitis-B, and the recently discovered 

COVID-19 virus have all been predicted using ARIMA in the 

past. 

Using several mathematical modeling approaches 

made prominent in epidemiology research, researchers 

have been examining the pattern and rate of COVID-19 

infection since it first emerged in late 2019. Based on 

geolocation and data from the previous two weeks, an 

artificial neural network (ANN) prediction model was 

created to forecast the growth of COVID-19 instances 

globally. This study discovered that there was good 

agreement between the projected numbers generated by 

their model and the actual values. It is suggested to use 

the FPASSA-ANFIS model. The salp swarm algorithm 

(SSA) is used to augment the enhanced flower pollination 

algorithm (FPA) of the adaptive neuro-fuzzy inference 

system (ANFIS). When compared to several other current 

models using various accuracy measures, their model 

performed well. 

 

2. Related Work 

2.1 Coronavirus Disease (covid-19) cases Analysis 

using Machine-Learning Applications 

Ameer Sardar et al. [1] states that the purpose of this study is 

to detect the role of machine-learning applications and 

algorithms in investigating and various purposes that deals 

with COVID-19. Their findings show that machine learning 

can produce an important role in COVID-19 investigations, 

prediction, and discrimination.In conclusion, machine 

learning can be involved in the health provider programs 

and plans to assess and triage the COVID-19 cases. 

Supervised learning showed better results than other 

Unsupervised learning algorithms by having 92.9 percent 

testing accuracy. In the future recurrent supervised 

learning can be utilized for superior accuracy. 

2.2 Optimizing Lstm For Time Series Prediction In 

Indian Stock Market 

Anita Yadav et al.[2] states that Long Short Term Memory 

(LSTM) is one of the most popular deep learning models. 
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It is applied to time series prediction which is a 

particularly hard problem to solve due to the presence of 

long term trend, seasonal and cyclical fluctuations and 

random noise. The performance of LSTM was highly 

dependent on choice of several hyper-parameters which 

need to be chosen very carefully, in order to get good 

results. Being a relatively new model, there are no 

established guidelines for configuring LSTM. [2] In this 

paper this research gap was addressed. A dataset was 

created from the Indian stock market and an LSTM model 

was developed for it. It was then optimized by comparing 

stateless and stateful models and by tuning for the number 

of hidden layers. 

2.3 Maximum Powerdem And Prediction Using 

Fbprophet With Adaptive Kalman Filtering 

C GUO et al. states that [10], It is very difficult to predict 

the Maximum Power Demand (MPD) of customers in high 

performance because of various factors. In this paper, the 

problem of MPD prediction is studied by using fused 

machine learning algorithms. Firstly, an improved grey 

relation analysis method is adopted to analyze relevant 

influencing factors. Secondly, a modified prediction 

algorithm based on an adaptive cubature Kalman filter 

combined with Fbprophet is proposed according to the 

characteristics of customers’ MPD. Finally, the proposed 

algorithm of this paper is applied to predict MPD and cost 

is evaluated. Experiment results show that the improved 

MPD prediction algorithm can comprehensively consider 

the relevant factors, and has good performance in time 

series prediction 

4. Implementation 

The suggested system's general system design is shown 

in Figure 4.1. The time series dataset is gathered and pre-

processed before analysis. Following preprocessing, the 

data was divided into training and testing. The LSTM is 

used with the training dataset. The test dataset can be 

evaluated using the Prophet model, ARIMA, and Random 

Forest Regression model. Following the findings, the 

model may be utilized to predict next cases, and the 

findings can be evaluated using RMSE, MSE, and 

MAEmetrics. 

    

               Fig. 4.1 Model Evaluation 
 
It estimates how well (or how bad) the model is, in terms of 

its ability in mapping the relationship between X (a 

feature, or independent variable, or predictor variable) and 

Y (the target, or dependent variable, or response variable). 

 
RMSE 
 
The difference between values (sample or population 

values) predicted by a model or estimator and the values 

observed is typically measured using the root-mean-

square deviation (RMSD) or root-mean-square error 

(RMSE).  

 

    Equation 1. Root Mean squared error 

The RMSD is the quadratic mean of the square root of the 

second sample moment of the discrepancies between 

expected values and observed values.  

When computations are made over the data sample that 

was used for estimate, these discrepancies are known as 

residuals. When calculated outside of a sample, these are 
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known as mistakes (or prediction errors). The RMSD is 

used to combine the sizes of predictions' mistakes for 

different data points into a single indicator of predictive 

power. Since RMSD is scale-dependent, it should only be 

used to compare forecasting errors of several models for a 

single dataset and not between datasets. 

A number of 0 (nearly never attained in practice) would 

represent a perfect fit to the data, and RMSD is always non-

negative. A smaller RMSD is often preferable to a greater 

one. However, because the measure depends on the scale 

of the numbers used, comparisons across other types of data 

would be invalid. 

The average of the squared errors' square root is the 

RMSD. Each error's impact on RMSD is proportionate to 

its size.          

Therefore, RMSD is disproportionately impacted by bigger 

errors. RMSD is therefore vulnerable to outliers. 

MSE 
 
The average squared difference between the estimated 
values and true values is measured by an estimator's Mean 
Squared Error (MSE) or Mean Squared Deviation (MSD). It is 
a risk function that corresponds to the squared error loss's 
expected value. It is never negative, therefore numbers that 
are near to zero are preferable. The variance of the estimator 
and its bias are both incorporated into the MSE, which is the 
second moment of the error (around the origin). 

 

           Equation 2.  Mean Squared Error 

MAE 
A measure of mistakes between paired observations 

reflecting the same phenomena in statistics is called mean 

absolute error (MAE).   Comparisons of predicted versus 

observed data, following time versus original data, and 

other examples of Y versus X.   

 

Equation 3. Mean Absolute Error 

 Time, as well as the comparison of one measurement 

method with another. The MAE is determined by dividing 

the total absolute errors by the sample size. 

 

Visualization and Forecasting 
 
This system can forecast the COVID-19 instances for the 

following year by employing the aforementioned models 

and analyzing the assessment metrics. It can also visualize 

the graph of the results. For stunning results, our system 

made use of the matplotlib and plotly libraries. 

5. Results and Analysis 

5.1 Files Module 
 

The shows the files module, which shows a list of uploaded 

files for analysis and forecasting.The files should only be in 

csv format, as this uses less memory and reads files more 

quickly. 

 

Fig 5.1 Home Page 

5.2 Machine Learning Models 

The following machine learning models are used in this 

module to forecast the covid-19 situations. Each model will 

read the csv data, divide it into training and testing sets, and 

then train on the training data to make predictions about 

cases for the next days while also comparing the results to 

the testing dataset. The proposed system may obtain 

evaluation metrics and outcomes in MAE, MSE, and RMSE 

after comparison. 
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Fig 5.2 Data Files 

 

 

  

             

Fig 5.3 Machine Learning Model 

The Figure5.4 displays the total population of 

states in India. 

5.3 Lstm Model Results 
 

This module display how the LSTM model predicted 

the cases and how it is performed in the process with 

comparison of actual cases. 

 

Fig.5.4 Population of UT and States 

 

Fig 5.5 Maximum cases in India 

 

 

 

Fig 5.6 LSTM Results 

5.4 Random Forest Model Results 
This module display how the Random Forest model 

predicted the cases and how it is performed in the process 

with comparison of actual cases. 

 
 

 

5.5 Evaluation Metrics 

 

 

The purpose of this module is to compare all the models 

and to choose the better model for future forecasting. The 

system can see in 4.19 that ARIMA model has performed 

better as it has low RMSE. 

Fig.5.6 RFM Results 
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Fig. 5.7 Metrics on comparison 

 

Conclusion 

The goal of this study was to utilize machine learning 

methods to forecast COVID-19 instances for the future 

year. The outcomes from several machine learning 

algorithms were able to forecast an increase in COVID-19 

instances for the future year. In the COVID-19 examples, 

the ARIMA, LSTM, Prophet, and Random Forest all 

displayed promising outcomes. Using various models and 

algorithms, the suggested system's ML algorithms in 

health produced positive outcomes with high accuracy, 

sensitivity, and specificity. Prediction accuracy can be 

improved by using sources of data that are bivariate or 

multivariate. The data on deaths and recovered cases, the 

vaccination rate, and other COVID-19-related data can all 

contribute to a more accurate model of the disease trend 

in this instance. 
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